This chapter suggests solutions to common practical problems in
designing SoTL studies. In addition, the advantages and
disadvantages of different types of designs are discussed.

Designing SoTL Studies—Part II:
Practicality

Robert A. Bartsch

For a study to succeed, a design has to be valid, practical, and ethical. The
previous chapter examined validity and Chapter 6 examines ethics as it re-
lates to the Scholarship of Teaching and Learning (SoTL; see also Gurung
and Schwartz 2009; Landrum and McCarthy 2012). This chapter focuses
on creating practical designs. Much of SoTL is field research. The studies
are done in the student’s natural environment, that is, the classroom. SoTL
research can be tricky because designs may not be practical due to limited
numbers of students, lack of time, or inability to have more than one con-
dition. Other designs may be practical but are not ethical. For example, I
could give half my class a study guide for an exam and nothing to the other
half. The study could be a practical and valid test of the effectiveness of
the study guide, but ethically challenged because some students and not
others may receive a benefit (see also Swenson and McCarthy 2012). Given
concerns of validity, practicality, and ethics, each study has advantages and
disadvantages, and researchers have to determine the advantages they need
and the disadvantages they can allow.

In the next section, I discuss some common practical problems and
potential solutions. Then I discuss some common designs that can be used
in SoTL research. As in the previous chapter, I focus on classroom activi-
ties, which I call treatments (i.e., the independent variables) and the mea-
surement of their success, which I refer to as assessments (i.e., the depen-
dent variables). Also, I continue to refer to instructors doing SoTL work as
researchers.

Common Practical Problems

Many times faculty are interested in SoTL research, but they do not see how
it can be done. In this section, I examine some common concerns new SoTL
researchers have.
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36 DOING THE SCHOLARSHIP OF TEACHING AND LEARNING

I Have to Measure Everything. Sometimes researchers get too am-
bitious and they measure many, many constructs. A researcher may want to
determine everything about student-teacher interactions in a single study.
The researcher bravely develops measures for student personality, student
academic history, teaching style, students’ preferred learning style, class-
room characteristics, student learning, students’ expected learning, stu-
dents’ perceived learning, and on and on. The worry is that an important
construct will be missed which explains the entire area, and the strategy
becomes measure everything and sort it out later. Even if every individ-
ual construct is measured well, too many constructs can cause problems
with participant fatigue. Students are more likely to not think about the
questions and respond with the first acceptable option and not the best
answer (i.e., satisficing responses; Krosnick 1999). Additionally, too many
measures make analyses much more complicated. Too often researchers cre-
ate a mess of data and a headache rather than useful information. In these
instances, a closer look at the literature and/or planning multiple studies
can help researchers focus their study on only a few constructs.

I Do Not Have Many Students. One common limitation researchers
have is that they do not have many students. Researchers may have only fif-
teen students in a course and may not teach the course again in the near
future. A problem of testing few students is low statistical power (Wilson-
Doenges and Gurung 2013). Statistical power is the ability to detect a sig-
nificant finding that exists (Shadish, Cook, and Campbell 2002). In other
words, low power indicates it is very likely one will not find any significant
statistical effect. Researchers have only a 50 percent chance of finding a sig-
nificant difference for a large effect with thirteen students in a treatment and
thirteen students in a control condition (Gall, Gall, and Borg 2007). For a
70 percent chance of detecting a difference, researchers need forty total stu-
dents. If it is a medium-sized effect, researchers need sixty-four students for
only a 50/50 chance at finding an effect.

Power can be increased using several different methods. If one cannot
increase the sample size, one can improve power by having a pre-test/post-
test or other form of within-participants design (Shadish, Cook, and
Campbell 2002). Researchers can detect differences more easily by seeing
how students themselves change in these types of designs than other de-
signs which separate students into treatment and control conditions.

I Only Have a Single Class. Another possible problem is the re-
searcher only has a single class. Some designs can be used with a single
group of students; however, the researcher will have greater flexibility in
study design if the class can be divided. Dividing the class can cause ethical
problems because only some students in the class will receive a treatment
while others will be in a control condition.

LoSchiavo, Shatz, and Poling (2008) provide several ideas for how to
practically split a class into groups. If the class has a web component, treat-
ments can be given through the class course shell to only some students.
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If the class splits into recitation sections, the treatment could be given dur-
ing some recitation sections but not others. If neither of these is possible,
the usual class time can be split such that some students arrive during the
first part of class and receive the control condition and other students ar-
rive during the second part of class and receive the treatment condition.
Smith (2008) also suggests this method but goes further and states to min-
imize ethical concerns, students in the control condition could receive the
treatment at the beginning of the next class, and the class could reunite as a
whole later in the period. Researchers can also split the class and move them
to separate rooms. Researchers could provide the treatment in one room and
the control condition in the other (Bartsch, Case, and Meerman 2012). Fi-
nally, under some conditions, a researcher could give both the treatment
and control conditions simultaneously to students in the same classroom.
For example, to study the effect of question order in exams, the treatment
condition may have exam questions in the order they were covered in class.
The questions in the control condition may be in random order. These ex-
ams could be administered at the same time. In short, researchers have many
possible options for splitting a single class into multiple groups.

Random Assignment Sounds Great, But How Can I Do It? Ran-
dom assignment of students to treatment and control conditions creates
high internal validity for the study (Shadish, Cook, and Campbell 2002).
Unfortunately, random assignment does not occur naturally. Having two
separate classes, whether they are from the same or different semesters, is
not random assignment. Except in unusual situations, students would not
have had an equal chance of being in each class. Students likely self-selected
which course to take based on time, day of class, availability of other classes,
or whether a friend was in the class. In other words, the students in each
section may differ, and these differences could be confounds. For random
assignment to occur with two separate classes, students have to be randomly
sorted into the two classes (e.g., students with odd-numbered student IDs
are in one section, even in the other), which is uncommon in higher edu-
cation. Even if random assignment occurs, classes always differ even if they
are taught similarly, creating confounds (Grauerholz and Main 2013).

Random assignment can be achieved inside a single classroom more
easily. In all options mentioned in the last section for splitting classes, re-
searchers can use random assignment to assign students to the treatment
and control conditions. The class can be split by choosing numbers out of
a hat, flipping a coin, using a random number table, and so on (Shadish,
Cook, and Campbell 2002). Even assigning students by counting “1-2-1—
2...”7 achieves random assignment.

I Want to Detect a Subtle Effect. Another issue to consider is
whether the treatment is large enough to have an effect on the assessment.
For example, using an electronic classroom response system or “click-
ers” one time in class or even once each week for several weeks may not
cause enough of a change in students to affect the assessment. In contrast,
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extensive use of clickers during the semester may demonstrate a detectable
effect. Larger effects have greater statistical power (Shadish, Cook, and
Campbell 2002). Higher power through testing large effects can equalize
other factors that decrease power such as a small sample size. For exam-
ple, to have a 70 percent chance of detecting a statistically significant cor-
relation, researchers need 23 students for a large effect, 66 students for a
medium-sized effect, and 616 students for a small effect (Gall, Gall, and
Borg 2007). I recommend SoTL researchers first investigate larger effects.
Larger effects are easier to detect, provide instructors evidence for treat-
ments that cause bigger changes, and provide a better foundation for future
studies to explore more nuanced effects.

I Cannot Do a Valid, Ethical Study in the Classroom. Occasion-
ally, SoTL researchers try to create a valid, practical, and ethical field study
but cannot produce a design with all three qualities. In this case, one strat-
egy for creating a valid design is to move the study from the classroom to
the laboratory, an environment where the researcher controls all the fac-
tors and does not have to worry about the ethics of teaching a class at the
same time (see Bartsch and Murphy 2011, and Mayer and Johnson 2010 for
examples). In the laboratory, a researcher has control to randomly assign
participants who act as students (and generally are students) to conditions.
Additionally, the increased control in lab studies allows researchers to more
easily separate out important factors. Laboratory designs have some disad-
vantages. First, researchers need additional time and resources including
recruiting students and finding a place to conduct the study. The second
disadvantage is one of realism. Because students know the study is not for
a grade, they may not try as hard as in a normal classroom situation. Lab
studies complement the difficulties inherent in field studies and are a good
way to begin exploration of a SoTL question.

Designs for Classroom Studies

In this section, I discuss many types of designs researchers can use in SoTL.
For each design I provide a symbolic description. I have also included sug-
gestions on when and when not to use each design. Although I present
names of each design, I caution that different researchers and reference
books may use different names. Of course, the name is not as important
as the properties of the design. These designs are some of the more com-
mon examples. Other designs are often based on combining different parts
of ones detailed here.

Simple Correlation. Using this design (Table 4.1), researchers ex-
amine the relationships between two or more variables. For example, Baker
(2010) investigated learning in online classes and correlated several vari-
ables including instructor presence, instructor immediacy, student affective
learning, student motivation, and student cognitive learning. In this type of
study, researchers simply measure each construct. These measurements can
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Table 4.1. Simple Correlation

Assessment 1 < Assessment 2

Use If e Have single group of students that cannot be divided
e Have only one session to collect data

Do Not Use If e Want to make statement about causality
e Have low number of students

Additional Options e Correlate many variables at same time

Table 4.2. One-Group Post-Test Only Design

Treatment — Assessment

Use If e Desired focus is on describing treatment and not
assessment
e Cannot have pre-test or control group
e Have single group of students that cannot be divided

Do Not Use If e Want to make statement about causality
e Want to make comparison to another group

be collected at the same or different times. However, in these designs, it
is nearly impossible to establish that one variable caused changes in an-
other variable (Shadish, Cook, and Campbell 2002). Because all students
are measured on all assessments, this design can be used when one has a
single group of students.

One-Group Post-Test Only Design. In this design (Table 4.2), the
researcher exposes students to a treatment and later assesses students. For
example, a study may describe the novel instruction over an entire semester,
and the focus of the study is about the instruction. The researchers may only
collect data, such as student learning or student attitudes, to demonstrate
that after taking the class, the students have a certain level of knowledge,
skill, or attitudes. This conclusion of obtaining a certain level is very dif-
ferent from saying that a treatment caused a change or an improvement.
Without a comparison group, one cannot determine if a treatment had any
effect. This design is generally not recommended, and in attempting to pub-
lish the study, the design would likely be viewed as flawed.

Two-Group Post-Test Only Design. This design is the simplest of
the two-group designs. In the two-group post-test only design (Table 4.3),
one group receives the treatment and another does not, and then both are
measured on the same assessment. For example, one set of researchers ex-
plored whether an active learning class with clicker use, student-student
discussions, small group tasks, and instructor feedback on these activities
would lead to more student learning and engagement than a traditional lec-
ture with some clicker questions (Deslauriers, Schelew, and Wieman 2011).
They used two separate sections of the same course and used the same exam.
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Table 4.3. Two-Group Post-Test Only Design

Some Students: Treatment — Assessment
Other Students: No Treatment — Assessment

Use If e Concerned about carryover effects
e Concerned about testing and instrumentation effects
e Have multiple groups
e Have only one session to collect data

Do Not Use If e Have low number of students
o Groups are very different
e Have different assessments for each condition

Additional Options e Use random assignment to improve internal validity
e Add post-test to assess long-term change
e Add additional conditions
e Use covariates to improve internal validity and power

This design has no difficulty with carryover, testing, or instrumenta-
tion effects because each student has only one treatment and is assessed
one time. However, as mentioned in the last chapter, the main problem is
selection bias (Shadish, Cook, and Campbell 2002). The greater the differ-
ence between the two groups, the more arguments can be made that these
differences between students caused any changes on the assessment and not
the treatment. If random assignment is used, then researchers can avoid
questions about selection bias because random assignment should equal-
ize groups on all characteristics except for the treatment (Shadish, Cook,
and Campbell 2002). A second problem with the design has to do with the
relatively low statistical power of a comparison between groups (Shadish,
Cook, and Campbell 2002). If class sizes are small, significant differences
are difficult to detect.

Researchers may decide to have more than one treatment and one con-
trol condition. For example, Chang, Sung, and Chen (2001) studied the ef-
fects of concept mapping on learning. They had three conditions. Students
either constructed a concept map by themselves, using a computer with-
out hints, or using a computer with hints. In this case, the researchers not
only can test the difference between not using and using a computer, but
also how to best use the computer. Also, researchers may have more than
two conditions because the treatment occurs in a range. As an example, re-
searchers investigated how instructor self-disclosure on Facebook affected
students’ impression of the class instructor (Mazer, Murphy, and Simonds
2007). The researchers created high, medium, and low self-disclosure levels
for the instructor. Using three levels allowed researchers to see the effect at
the extremes and a more moderate value. Of course, studies with more than
two conditions need more students. Researchers should have a minimum
of ten students in each condition (Wilson-Doenges and Gurung 2013).

One-Group Pre-Test/Post-Test Design. With this design (Table
4.4), the researcher measures students before the treatment and then after
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Table 4.4. One-Group Pre-Test/Post-Test Design

Assessment — Treatment — Assessment

Use If e Have low number of students
e Have single group of students that cannot be divided
e Cannot have control condition

Do Not Use If o Items other than treatment occur between
assessments
o First assessment, by itself, affects second assessment
o Students are likely to change between assessments
with no treatment

Additional Options o Add post-test to assess long-term change
o Use alternative measures to minimize testing and
instrumentation effects

Table 4.5. Two-Group Pre-Test/Post-Test Design

Some Students: Assessment — Treatment — Assessment
Other Students: Assessment — No Treatment — Assessment

Use If e Have multiple groups
Do Not Use If e Have single group of students that cannot be divided
Additional Options e Use random assignment to improve internal validity

e Add post-test to assess long-term change

o Use alternative measures to minimize testing and
instrumentation effects

¢ Add additional conditions

o Use covariates to improve internal validity and power

the treatment to determine any changes. For example, Bridges et al. (1998)
wanted students to learn more quantitative reasoning in a non-method so-
ciology course. After adding material to their class, they measured students
at the beginning and end of the semester on quantitative reasoning.

Because it has a single group and compares students to themselves, the
design is very useful with low numbers of students. This design has some
disadvantages. Students or the environment may change naturally between
the two assessments. This design cannot separate any natural changes from
changes caused by the treatment. Additionally, the first assessment may af-
fect the response on the second assessment (i.e., testing effect; Shadish,
Cook, and Campbell 2002), especially if the questions are the same and the
assessments are close together. Unfortunately, having different questions at
the pre- and post-tests can lead to an instrumentation effect (Shadish, Cook,
and Campbell 2002). These issues can be minimized using alternative mea-
sures (Bartsch, Bittner, and Moreno 2008).

Two-Group Pre-Test/Post-Test Design. This design (Table 4.5) has
a treatment and control condition. Both groups are assessed before and
after the treatment. As an example, Williams (2005) examined whether
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Table 4.6. Within-Participants Design

Treatment 1 — Assessment — Treatment 2 — Assessment — [Continues]

Use If e Have low number of students
e Have single group of students that cannot be divided

Do Not Use If o Early treatments affect later treatments
e Early assessments affect later assessments

Additional Options e Add additional treatments
e Counterbalance conditions to improve internal validity
o Include pre-test to assess students before any treatment

participation in study abroad programs increased students’ intercultural
communication skills. Williams measured at the beginning and end of the
semester students who participated and did not participate in a study abroad
program.

With the pre-test, equalizing student differences between conditions
becomes less important because the researcher has a baseline on each person
for comparison. Of course, whenever possible researchers should randomly
assign students to the treatment and control conditions.

The two-group pre-test/post-test design does not have major disadvan-
tages, but because the design has multiple assessments, researchers should
check on any testing and/or instrumentation effects. These can be mini-
mized with alternative measures (Bartsch, Bittner, and Moreno 2008). Given
the nature of field research and the difficulty of having random assignment,
this design is often a good balance between validity and practicality.

Within-Participants Design. In this design (Table 4.6), each stu-
dent is in each condition, and each student is assessed after each condition.
Sometimes the study has a treatment and a control condition, or may have
two similar treatment conditions. The study can also have more than two
conditions. For example, one study examined the effectiveness of Power-
Point presentations (Bartsch and Cobern 2003). In this study, researchers
rotated between three conditions: overhead transparencies, plain Power-
Point slides, and PowerPoint slides with pictures, graphs, transitions, and
sound effects. Conditions rotated each week, and each week researchers
quizzed the students.

The strength of within-participants designs is that researchers do not
need as many students in their studies. Counterbalancing conditions is rec-
ommended to improve internal validity. With counterbalancing, different
students take treatments in different orders to minimize carryover effects
(Dunn 2009). Of course, to counterbalance, students have to be split into
different groups.

Crossover Design. In this design (Table 4.7; Shadish, Cook, and
Campbell 2002), students are split into two groups. One group receives
the treatment, both groups are assessed, then the other group receives the
treatment, and both groups are assessed again. The crossover design is a
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Table 4.7. Crossover Design

Some Students: Treatment — Assessment — No Treatment —
Assessment

Other Students: No Treatment — Assessment — Treatment —
Assessment

Use If e Have low number of students
e Have multiple groups

Do Not Use If o First assessment, by itself, affects second assessment
e Have single group of students that cannot be divided

Additional Options e Include pre-test to assess students before any
treatment
e Add post-test to examine long-term change
e Use random assignment to improve internal validity
o Use alternative measures to minimize testing and
instrumentation effects

Table 4.8. Interrupted Time-Series Design

Multiple Assessments — Treatment — Multiple Assessments

Use If o Have low number of students
e Have single group of students that cannot be divided
e Want to determine long-term effects

Do Not Use If e Have only one session to collect data
o Early assessments affect later assessments

Additional Options e Add control condition to improve internal validity
o Add additional treatment condition, with treatment at
different time to improve internal validity

counterbalanced within-participants design with two conditions. For ex-
ample, Ocker and Yaverbaum (1999) wanted to determine any differences
in performance and preference on a case study between face-to-face groups
and groups using asynchronous computer collaboration. They used two
case studies. Some student groups did the first case study face-to-face and
the second asynchronously on the computer. Other student groups did the
first case study on the computer and the second face-to-face.

In crossover designs, researchers need to make sure the first assessment
does not by itself cause changes on the second assessment. This potential
problem can be minimized by using related assessments or by alternative
measures. In Ocker and Yaverbaum’ research it would have been meaning-
less to assess the same case study under both conditions, and consequently
they used two separate cases.

Interrupted Time-Series Design. In this design (Table 4.8; Shadish,
Cook, and Campbell 2002), multiple pre-tests occur before and multi-
ple post-tests occur after the treatment. For example, suppose researchers
want to assess students’ self-efficacy across time. They measure self-efficacy
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every two weeks. Halfway through the semester, the researchers stage
an intervention to change self-efficacy. This time-series design can de-
termine the stability of scores before treatment (i.e., the intervention)
and can examine the effect of the treatment over a longer period of time.
This design minimizes the problem with a one sample pre-test/post-test de-
sign of students naturally changing.

Researchers can also include a control condition. The same assessments
occur at the same time but students in the control condition do not receive
the treatment. The control condition strengthens the internal validity of the
study. Similarly, researchers could also have another condition but that con-
dition receives the treatment at a different time. In this design, we expect
similar changes to occur for both groups after they receive the treatment
condition. Because treatments occur at different times, the predicted change
should occur at different times. This design rules out many possible con-
founds enhancing the internal validity of the study. These designs work well
without random assignment. Of course, another group of students needs to
be available.

More Complex Designs

As SoTL research becomes more sophisticated, we will begin to move away
from simpler research questions such as whether this treatment causes a
change in assessment. Rather researchers will build on the simple state-
ment to more complex questions. This final section looks at some of these
designs.

Use Multiple Treatments to Investigate Interactions. So far in the
chapter, I discussed designs with only one treatment or independent vari-
able. However, many research designs have more than one treatment. For
example, Chesbro (2003) manipulated both nonverbal immediacy of an in-
structor and instructor clarity to determine how students respond to both
student learning and student affect. Nonverbal immediacy and clarity are
two separate treatments. Each one may have an effect and an interaction
may occur between the two treatments. Think of these interactions like
medical drug interactions. Sometimes combining different drugs causes
very different results than just adding their individual effects. Only by test-
ing multiple treatments at once can researchers investigate how the treat-
ments interact with each other.

Use Moderators to Determine When Treatment Has Effect. In-
stead of asking whether a treatment works, researchers may ask under
what conditions or when does the treatment change the assessment. The
moderator alters the effect of the treatment on the assessment (Baron and
Kenny 1986). Cole, Field, and Harris (2004) investigated whether psycho-
logical hardiness moderated the effect of learning motivation on reactions
to classroom experience. In other words, they asked whether students who
are low on psychological hardiness have a different motivation-experience
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relationship than students high on psychological hardiness. In another
example, I may be interested in whether clickers work better on first-
generation college students or non-first-generation college students. In this
case, whether a student is first-generation is the moderating variable, and
the relationship between clickers and student success may differ between
first-generation and non-first-generation students. These questions allow
researchers to probe under what conditions these effects exist.

A moderating variable is statistically equivalent to a second treatment
described in the previous section. The difference is the label and con-
text. Oftentimes using multiple treatments, the researcher is interested
in all treatments individually and their interaction. With moderators, re-
searchers are more interested in the effect the treatment has on the as-
sessment and how the moderating variable influences that effect. Typically,
researchers do not care about the effect of the moderator by itself on the
assessment.

Use Mediators to Investigate How Treatment Has Effect. Another
more complex design is a mediational analysis. The main question asked
in this type of analysis is how the treatment causes change in the assess-
ment. Mediators delve into the process of what happens with students and
“account for the relation” between the treatment and assessment (Baron
and Kenny 1986, 1176). For example, Elliot, McGregor, and Gable (1999)
wanted to investigate more deeply the relationship between motivational
goals and exam scores. They found persistence of effort mediated the rela-
tionship between performance approach goals and exam scores, and disor-
ganization mediated the relationship between performance avoidance goals
and exam scores. Therefore, according to their analysis, a performance ap-
proach goal leads to more persistence which then leads to higher exam
scores and a performance avoidance goal leads to more disorganization
which leads to lower exam scores. These mediators suggest the mechanism
behind the overall motivational goal-exam score relationship.

Conclusion

SoTL research can be difficult given its many practical limitations. Table 4.9
summarizes the different types of designs presented and which designs
should be used with small samples or single classes. The table also describes
which designs allow researchers to complete the study in a single session,
whether the design is set to detect long-term effects, and if the design sup-
ports causal claims. The suggestions provided in the table and this chapter
hopefully will help future researchers create practical designs to test their
research questions.

Each design has advantages and disadvantages. Although there may be
better and worse ways to design and conduct a study, there will never be one
clear right way. There is no single ideal study that eliminates all potential
problems and all alternative hypotheses. There is no one study that answers
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all questions. The strength of science, including SoTL research, does not lie
in one individual study, but rather that a large number of studies from a
large number of researchers who together push the boundaries of what we
know.
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